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Abstract 

 

This paper aims to quantify the effects of different types of sexual risk behaviour on 

the spread of HIV in South Africa. A mathematical model is developed to simulate 

changes in numbers of sexual partners, changes in marital status, changes in 

commercial sex activity and changes in the frequency of unprotected sex over the life 

course. This is extended to allow for the transmission of HIV, and the model is fitted 

to South African HIV prevalence data and sexual behaviour data. Results suggest that 

concurrent partnerships and other non-spousal partnerships are major drivers of the 

HIV/AIDS epidemic in South Africa.   
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1. Introduction 
 

Understanding the relationship between sexual behaviour and the risk of HIV 

infection is critical to the development of HIV prevention strategies. Ideally, 

policymakers should have detailed knowledge of the relative numbers of new HIV 

infections currently occurring in different sub-populations and risk groups if they are 

to respond effectively (Bertozzi et al. 2008; Piot et al. 2008). However, measuring 

numbers of new HIV infections occurring in different risk groups through surveys is 

challenging, and in view of the complexities involved, simulation models that are 

calibrated to available epidemiological data may provide an acceptable alternative 

method of assessing the relative significance of different risk behaviours (Bertozzi et 

al. 2008). Mathematical models can also be used to assess the likely effects of 

different types of behaviour change (Garnett and Anderson 1995; Korenromp et al. 

2000; Bracher, Santow and Watkins 2004; Hallett et al. 2007), and can play an 

important role in determining whether observed changes in HIV prevalence are 

attributable to changes in sexual behaviour (Hallett et al. 2006). 

 

However, there are several difficulties associated with using mathematical models to 

assess the contribution of different sexual behaviours to the transmission of HIV. 

Firstly, there is often a lack of reliable sexual behaviour data to set the sexual 

behaviour parameters in these models. In South Africa, for example, hardly any 

nationally representative sexual behaviour data were collected prior to 2000 (Eaton, 

Flisher and Aarø 2003), and as a result, many early models of the HIV/AIDS 

epidemic in South Africa were forced to rely on fairly arbitrary assumptions about 

sexual behaviour (Doyle and Millar 1990; Schall 1990; Groeneveld and Padayachee 

1992; Johnson and Dorrington 2006). 

 

Even when sexual behaviour data are available, these are often affected by social 

desirability bias and recall bias. Sexual behaviour data have traditionally been 

captured in face-to-face interviews (FTFIs), but such interviews have been shown to 

elicit significantly lower reported numbers of sexual partners when compared with 

recently developed interview formats that are more impersonal and anonymous 

(Ghanem et al. 2005; Kissinger et al. 1999; Rogers et al. 2005; Mensch, Hewett and 

Erulkar 2003; Gregson et al. 2004). Studies have also shown that prompting 

individuals with additional questions can lead to enhanced recall of past sexual 

relationships (Brewer et al. 2005). Although a number of mathematical models have 

been parameterized on the assumption that individuals report their sexual behaviour 

accurately in FTFIs (Dunkle et al. 2008; Merli et al. 2006; Oster 2005; Leclerc and 

Garenne 2007), this assumption is questionable in light of the recent evidence 

regarding social desirability bias. Other models that are calibrated to sexual behaviour 

data have allowed for bias, implicitly or explicitly, but have not considered the extent 

of the uncertainty regarding this bias (Van der Ploeg et al. 1998). 

 

A further difficulty in using deterministic models to assess the contribution of 

different risk behaviours to the spread of HIV is that most deterministic models are 

not sufficiently detailed to provide meaningful insights into sexual behaviour. With a 

few exceptions (Bongaarts 1989; John 1991), most deterministic models do not 

represent spousal and non-spousal relationships separately. Although heterogeneity in 

sexual behaviour is usually allowed for by dividing the sexually active population into 

‘risk groups’, deterministic models typically assume that individuals do not move 
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between risk groups over time, and hence conflate inter-individual and within-

individual heterogeneity in HIV risk behaviour. Deterministic models also generally 

do not allow for concurrent sexual partnerships explicitly, although efforts have been 

made to extend pair formation models to include the formation of sexual partner 

‘triples’ (Ferguson and Garnett 2000; Bauch and Rand 2000; Eames and Keeling 

2004). The implicit assumption of ‘serial monogamy’ is an unfortunate limitation in 

view of the potentially significant role of concurrent partnerships in the epidemiology 

of HIV in Africa (Halperin and Epstein 2004; Morris and Kretzschmar 1997).  

 

The objective of this paper is to estimate the extent to which different types of sexual 

risk behaviour are promoting the spread of HIV in South Africa, using a deterministic 

HIV/AIDS model. This paper also aims to extend the standard deterministic model of 

sexual behaviour to allow for changes in numbers of sexual partners, changes in 

commercial sex activity and changes in marital status over the life course. In addition, 

this paper proposes a method for fitting a deterministic model of sexual behaviour to 

sexual behaviour data, using a Bayesian approach to quantify uncertainty regarding 

the key sexual behaviour parameters. 

 

2. Method 

 

The sections that follow describe the demographic assumptions and assumptions 

about sexual behaviour and HIV transmission. For those parameters that are 

considered particularly difficult to estimate, prior distributions are specified to 

represent the ranges of uncertainty around the parameter values. These prior 

distributions are incorporated in a Bayesian analysis, the aim of which is to integrate 

the prior distributions with the HIV prevalence data and sexual behaviour data, in 

order to produce posterior estimates of model parameters and model outputs. A more 

detailed description of the model and the statistical analysis is available elsewhere 

(Johnson 2008). 

 

2.1 Demographic assumptions 

 

The basis of the model is a cohort component projection model, with the South 

African population divided by age (in 5-year age groups) and sex. The projection 

begins at the middle of 1985, a few years ahead of the first reported heterosexual 

AIDS cases in South Africa (Schoub et al. 1988). Assumptions about fertility, non-

AIDS mortality and the 1985 population profile are obtained from the ‘lite’ version of 

the ASSA2003 AIDS and Demographic Model, a model of the South African 

HIV/AIDS epidemic (Dorrington et al. 2006). Births and movements between age 

cohorts are calculated at annual intervals, while deaths and movements between 

sexual activity states and HIV states are calculated at monthly intervals.  

 

2.2 Sexual behaviour assumptions 

 

Sexual behaviour is modelled by dividing the population into two sexual activity 

classes: individuals who have a propensity to engage in commercial sex and/or 

concurrent partnerships (‘high risk’), and individuals who are serially monogamous 

and never engage in commercial sex (‘low risk’). The proportion of the population in 

the high risk group is set at 35% in males and 25% in females, based on detailed 

sexual behaviour data collected in communities with high HIV prevalence (Dunkle et 
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al. 2004; Jewkes et al. 2002). Nationally representative survey data suggest that the 

proportion of individuals who have multiple current partners is likely to be lower, e.g. 

12-18% among unmarried men and 1-3% among unmarried women in the 2005 

Human Sciences Research Council (HSRC) national household survey (Shisana et al. 

2005). However, these are likely to be underestimates of the proportions of 

individuals with a propensity for concurrent partnerships, partly because of under-

reporting in FTFIs (i.e. social desirability bias) and partly because individuals with a 

propensity for concurrent partnerships do not have multiple partners all the time 

(Carter et al. 2007). 

 

Within each of the two risk groups, several sexual activity states are defined, based on 

the nature of the relationship(s) the individual is currently in. Figure 1, for example, 

shows the states that are defined for women in the high risk group. Three types of 

 

 

 
 

Figure 1: Multi-state model of sexual behaviour of ‘high risk’ females 
LT = long-term (spousal). ST = short-term (non-spousal). ‘High’ and ‘low’ refer to the risk group of 

the sexual partner. Similar states are defined for low risk females, but shaded cells are relevant only to 

the high risk group, i.e. movements into these states do not occur if the woman is in the low risk group. 

Each of the above states is divided into separate states for each five-year age group, and the state 

defined for each age group is further divided into six HIV states (one for HIV-negative individuals, and 

five for the HIV-positive states shown in Table 2). Birth, death, movements between age categories and 

movements between HIV states are not shown. The same modelling approach is used in high risk males 

and low risk males, except that the ‘Sex worker’ state is omitted.  
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sexual relationship are modelled: short-term relationships, long-term (spousal) 

relationships and contacts between commercial sex workers and clients. It is assumed 

that all spousal relationships start off as short-term relationships, i.e. it is only possible 

to enter the married state from the short-term relationship state. For the sake of 

simplicity, it is assumed that individuals in the high risk group never have more than 

two current partners, though high risk men can continue to have contact with sex 

workers when they have two other partners. No allowance is made for polygyny, 

since it is relatively uncommon in South Africa (Budlender, Chobokoane and 

Simelane 2004). The multi-state model used for men in the high risk group is identical 

to that shown in Figure 1, except that there is no ‘Sex worker’ state. The model of 

sexual behaviour in the male and female low risk groups is the same as that shown in 

Figure 1, but with the states represented by the shaded cells omitted. A detailed 

mathematical description of the model is given in Appendix A. 

 

Rates of sexual debut 

 

Assumed rates of sexual debut in the high risk group are shown in Table 1. Studies 

conducted in South Africa and Zimbabwe suggest that the rate at which ‘low risk’ 

individuals (however they may be defined) initiate their first sexual contact is 

typically between 20% and 60% of that in ‘high risk’ individuals (Dunkle et al. 2004; 

Mpofu et al. 2006; Pettifor et al. 2004b). It is therefore assumed that virgins with no 

propensity for multiple partnerships acquire their first sexual partner at a rate equal to 

half of that in virgins who subsequently enter the high risk group. The rates of sexual 

debut for the high risk group, shown in Table 1, have been determined in such a way 

that the overall levels of sexual experience, for high and low risk groups combined, 

are consistent with the reported rates of sexual experience in the 2005 HSRC 

household survey, on the assumption that young women under-report sexual 

experience and young men slightly exaggerate their sexual experience (Mensch, 

Hewett and Erulkar 2003; Hewett, Mensch and Erulkar 2004; Turner et al. 1998). All 

individuals are assumed to be sexually experienced by age 30. 

 

Rates of short-term partnership formation 

 

The parameter )(,,, xc s

ljig  is defined as the rate at which an individual of sex g wishes 

to form new short-term partnerships if they are in risk group i, aged x, in HIV disease 

state s, and in relationship type l with a partner in group j (if the individual is currently 

single, j = 0 and the l subscript is omitted). This parameter is specified for a ‘baseline’ 

group (single HIV-negative individuals in the high risk group, who are aged 15 to 19), 

and a series of multiplicative adjustments are then specified to allow for the effects of 

age, risk group, HIV disease stage, and nature of current relationship(s). Based on 

data from pregnant teenagers, who reported lengths of time between recent sexual 

partnerships (Jewkes et al. 2001), it is assumed that the rate of partner acquisition in 

single, sexually experienced, high risk women aged 15-19 is 14.6 per annum, which is 

equivalent to a mean interval between partnerships of 25 days. Since rates of 

secondary abstinence are typically higher in young men than in young women 

(Shisana et al. 2005; Reproductive Health Research Unit 2004; Human Sciences 

Research Council 2002), the corresponding rate for single, sexually experienced, 

high-risk men in the 15-19 age group is assumed to be half of that in women, i.e. 7.3 

per annum.  
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To allow for the effect of age on the rate of partner acquisition, the rates of partner 

acquisition at different ages are assumed to be proportional to gamma densities. Initial 

maximum likelihood fits of the model to age-specific HIV prevalence data and sexual 

behaviour data produced gamma densities that were reasonably stable across a range 

of scenarios, and the parameters obtained from the average of these fits are used as the 

default age-specific rates of short-term partner acquisition in the model. These rates 

are shown in Table 1. 

 

The rate at which low risk individuals acquire new partners is assumed to be a 

constant multiple of the corresponding rate at which single high risk individuals 

acquire new partners. This multiple, )()( 0,1,0,2, xcxc s

g

s

g , differs for males and females 

but is assumed to be constant with respect to age and HIV disease stage. Although 

there are no published data indicating plausible values for this multiple, it would be 

expected that the multiple would be less than 1, and a uniform (0, 1) prior has 

therefore been assigned to this parameter, for both males and females. 

 

High risk individuals are assumed to acquire new partners at a lower rate if they 

already have one partner than if they are single. The multiple )()( 0,1,,,1, xcxc s

g

s

ljg  is 

specified separately for males and females in non-spousal (l = 1) and spousal (l = 2) 

relationships, but is assumed to be constant with respect to the individual’s age, HIV 

disease stage and the risk group of their partner. As there are no published data 

indicating the likely magnitudes of these parameters, uniform (0, 1) priors have been 

assigned to each of the four parameters. 

 

Since the parameter )(,,, xc s

ljig  determines the rate at which an individual wishes to 

acquire new partners, it is necessary to apply a balancing factor to this rate in order to 

achieve consistency between the number of new partnerships formed by men in risk 

group i with women in risk group j and the number of new partnerships formed by 

women in risk group j with men in risk group i. This balancing factor, defined in 

Appendix A, is updated on a monthly basis, as the relative numbers of males and 

females in different sexual behaviour states change. 

 

Rates of marriage 

 

Rates of marriage, by age and sex, are set in such a way that the modelled proportions 

of individuals who are married at each age are roughly consistent with the 

corresponding proportions from the 1996 Census, 2001 Census and 2007 Community 

Survey. Following the convention in the Demographic and Health Surveys, ‘marriage’ 

refers to both formal marriages and cohabiting relationships. The resulting assumed 

rates of marriage at each age are shown in Table 1. Although average rates of 

marriage at each age are constrained to remain constant at the levels shown in Table 

1, rates of marriage at a given age vary in relation to the current number of non-

spousal partners and the individual’s risk group. As noted previously, individuals can 

only enter the married state from the short-term partnership state, and thus the rate of 

marriage is assumed to be proportional to the number of current short-term 

partnerships, after controlling for age, sex and risk group. 
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Average durations of partnerships 

 

African surveys in which respondents are asked about the durations of recent non-

spousal relationships have generally suggested average durations of between 3 and 12 

months (Nnko et al. 2004; Ferry et al. 2001; Jewkes et al. 2001). On the basis of these 

studies, it is assumed that the average duration of non-spousal relationships is 6 

months, and that the rate of relationship termination is constant with respect to the 

relationship duration. 

 

Registered divorce statistics are used to approximate rates of divorce in South Africa, 

although these are likely to understate the true rate at which spousal relationships are 

terminated. This is partly because reporting of divorces is incomplete (Bah 1999), but 

largely because our definition of spousal relationships includes unmarried cohabiting 

partners, who might be expected to have a higher rate of separation than that in formal 

marriages (Porter et al. 2004). In addition, many formal marriages end in separation, 

which may precede divorce by several years (van Tonder 1985), and union dissolution 

is therefore often not reflected in published divorce statistics. To allow for this under-

statement, it is assumed that rates of spousal union dissolution are two times the age-

specific rates of divorce estimated from published divorce statistics in 2004 (Statistics 

South Africa 2006). The resulting rates of spousal union dissolution are shown in 

Table 1. Allowance is also made for dissolution of partnerships due to death of either 

partner. 

 

Commercial sex 

 

No national South African survey has measured the proportion of the male population 

engaging in commercial sex, but the average proportion of men reporting sex with sex 

workers in the last 12 months has been estimated at 6.3% in other Southern African 

countries (Caraël et al. 2006). This is probably an under-estimate of the true 

proportion of men having sex with sex workers, as men appear to under-report such 

sexual contacts in FTFIs (Des Jarlais et al. 1999; Lau, Tsui and Wang 2003; Morison 

et al. 2001). Taking into account the likely under-reporting, assumptions about the 

rates at which men visit sex workers have been set in such a way that the average 

annual number of sex worker contacts, for men in the 15-49 age group, is roughly 

double the average frequency of sex worker contacts estimated by Caraël et al for 

Southern Africa. Caraël et al also estimate that the frequency of sex worker contact in 

males aged 15-24 is on average about 1.3 times that in males aged 25-49, in Southern 

Africa, and this information is used to determine gamma density scaling factors that 

are used to calculate the relative frequencies of sex worker contact at different ages. 

Table 1 shows the assumed annual frequencies of sex worker contact, by age, for men 

in the high risk group who are single. The frequency of sex worker contact, relative to 

that in men who currently have no sexual partner, is assumed to be reduced by 50% in 

men who have one non-spousal partner, by 70% in men who have one spousal 

partner, by 80% in men who have two non-spousal partners, and by 90% in men who 

have a spousal partner as well as a non-spousal partner. 

 

Women tend to engage in commercial sex work for short periods, mainly out of 

economic necessity, and the average duration of sex work in African countries is 

typically estimated to be between one and four years (Rees et al. 2000; Morison et al. 

2001; Abdool Karim et al. 1995). It is therefore assumed that sex workers discontinue 
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sex work at a constant rate of 0.5 per annum. Women are assumed to become sex 

workers at a rate sufficient to meet the male demand for commercial sex, with the 

relative rates of entry into sex work at different ages being determined in such a way 

that the age distribution of sex workers is consistent with that observed in a study of 

sex workers in Johannesburg (Rees et al. 2000). Studies suggest that South African 

sex workers usually have between 20 and 25 sex acts with clients per week (Ramjee, 

Weber and Morar 1999; Abdool Karim et al. 1995; Rees et al. 2000; Varga 1997a), 

and on the basis of this evidence it is assumed that sex workers have an average of 

1 000 sex acts with clients per annum. 

 

Preferences regarding partner age and risk group 

 

Mathematical models of sexually transmitted infections traditionally define patterns 

of mixing between risk groups in terms of a ‘degree of assortative mixing’ parameter, 

ε, which can take on any value between 0 and 1 (Garnett and Anderson 1996). When ε 

is 0, sexual mixing is said to be perfectly assortative, i.e. individuals only form 

relationships with partners in the same group. When ε is 1, sexual mixing is random, 

and individuals have no preferences regarding the sex activity class of their partner. 

Data from industrialized nations suggest ε values of between 0.65 and 0.92 (Laumann 

et al. 1994; Manhart et al. 2002; Garnett et al. 1996; Granath et al. 1991) and data 

from Botswana suggest a value of 0.53 (Carter et al. 2007). However, it is difficult to 

estimate ε reliably from empirical data, and Ghani et al (1998) demonstrate that 

sampling bias is likely to lead to significant over-estimation of ε. There is thus 

substantial uncertainty regarding the true value of ε, and this parameter has therefore 

been assigned a beta prior with a mean of 0.6 and a standard deviation of 0.15. 

 

Proportions of partners in each five-year age band are specified separately for males 

and females, for each five-year age band. For women, these proportions are weighted 

averages of the proportions of spousal partners in each age group, as estimated from 

the 1998 DHS (Department of Health 1999), and the proportions of non-spousal 

partners in each age group, as estimated from non-spousal partner age differences in 

South African studies (Williams et al. 2000; Hallman 2004; Kelly 2000; Shisana et al. 

2005). The total numbers of partnerships between women of age x and men of age y 

are tabulated, and this is used to determine the proportion of female partners in each 

age group, for men of age y. The resulting estimates of the mean partner age, for men 

and women separately, are shown in Table 1. 

 

Frequency of sex 

 

The method most commonly used to determine coital frequency in sexual behaviour 

surveys is to ask individuals about the number of times they have had sex in the last 

four weeks. Estimates of the daily probability of sex in married women, obtained 

using this method, typically lie between 0.098 and 0.240 in Southern and Eastern 

Africa (Brown 2000; Blanc and Rutenberg 1991). However, these reported 

frequencies are likely to over-estimate the true coital frequency among married 

individuals, as several studies have found that when coital frequency is recorded over 

shorter time intervals, over which there is likely to be less recall bias, reported coital 

frequency is lower (Hornsby and Wilcox 1989; Lagarde, Enel and Pison 1995; 

Høgsborg and Aaby 1992). It has also been found that coital frequencies among 

married women reduce significantly as they age (Brewis and Meyer 2005). On the 
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basis of these studies, it is assumed that the average marital coital frequency among 

married women aged 20 to 24 is five times per month, and that this frequency reduces 

exponentially with respect to age, halving with every 20-year increase in age. Coital 

frequencies in married men are calculated to be consistent with these assumptions. 

 

In contrast to married individuals, unmarried individuals and individuals with high 

rates of partner change tend to report numbers of sex acts in the last four weeks close 

to or less than those estimated over shorter time intervals (Leigh, Gillmore and 

Morrison 1998; Allen et al. 2007; McAuliffe, DiFranceisco and Reed 2007). In a 

survey of South African youth, Kelly (2000) found that youth who were sexually 

active and in non-cohabiting relationships reported an average of three sex acts per 

four-week period, and this estimate of three sex acts per month is used in the model 

for all non-spousal partnerships. The assumed frequencies of sex in spousal and non-

spousal partnerships result in numbers of sex acts that are roughly consistent with the 

aggregate reported coital frequencies in the 15-24 and 25-49 age bands in the 2005 

HSRC household survey (Shisana et al. 2005), after allowing for recall bias in spousal 

relationships.  

 

Condom use 

 

Levels of condom use are assumed to depend on the individual’s age and sex and the 

nature of the relationship they are currently in. Levels of condom use are also 

assumed to increase over time, as there is strong evidence of trends towards greater 

condom use in South Africa (Katz and Low-Beer 2008), coinciding with increasing 

levels of condom distribution (Myer 2005). Table 1 shows the assumed proportions of 

sex acts in which condoms are used, by the age of the female partner and the 

relationship type, for two years: 1985 and 2010. The increase in condom use is phased 

in between these two dates using cumulative Weibull distributions with medians 

around 1997. The resulting levels of condom use, by age, year and relationship type, 

are 40% lower than nationally representative survey estimates of the proportion of 

individuals using a condom at last sex (Shisana et al. 2005; Department of Health 

2004; Department of Health 1999). This is because survey estimates of the proportion 

of individuals using a condom at last sex are likely to overestimate the true proportion 

of recent sex acts that are protected, since individuals who have sex infrequently are 

more likely to use condoms than those who have sex frequently (Pettifor et al. 2004a; 

Hargreaves et al. 2007). The difference of 40% is consistent with the finding of 

Meekers and Van Rossem (2005) that the proportion of sex acts in the last day that 

were protected is typically around 40% lower than the proportion of individuals 

reporting use of a condom at last sex.  

 

Separate assumptions are made about the frequency of condom use in contacts 

between commercial sex workers and their clients. The probability of condom use is 

assumed to increase from 0.2 in 1985 (Jochelson, Mothibeli and Leger 1991) to 0.9 

ultimately (Peltzer, Seoka and Raphala 2004). As before, a cumulative Weibull 

distribution is used to phase in the increase in condom use, and this produces 

estimates of condom usage in the late 1990s consistent with the rates of around 60% 

observed at the time (Rees et al. 2000; Williams et al. 2000). 
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The effect of HIV symptoms and treatment on sexual behaviour 

 

Several studies have shown that women generally have fewer sexual partners as they 

enter the later stages of HIV disease (Ross et al. 2004; Terceira et al. 2003; Hankins, 

Tran and Lapointe 1998; Greenblatt et al. 1999), but the initiation of highly active 

antiretroviral treatment (HAART) is associated with a restoration of health and a 

resumption of sexual activity (Bunnell et al. 2006; Moatti et al. 2003). It is therefore 

assumed that the rates of partner acquisition stated previously are reduced by 

multiples shown in Table 2, after individuals develop HIV-related symptoms. The 

same multiples are used to adjust the rates at which HIV-infected women initiate sex 

work. Evidence also suggests that sex workers are more likely to discontinue sex 

work in the later stages of HIV disease (McClelland et al. 2006), and the previously 

stated rates at which women are assumed to discontinue sex work are therefore 

increased by multiples shown in Table 2 if women are in more advanced stages of 

disease. Associated with the reductions in the rate of partner acquisition in the later 

stages of HIV disease are reductions in fertility. The assumed relative levels of 

fertility in the different HIV states (shown in Table 2) are based on estimates of the 

annual reduction in the rate of fertility per year of HIV infection (Johnson, Dorrington 

and Matthews 2007) and the observed effects of antiretroviral treatment on fertility 

(Blair et al. 2004). 

 

Table 2: HIV/AIDS assumptions 

 

Parameter 
Primary 

HIV 

Asympto- 

matic HIV 

Pre-AIDS 

symptoms 

Untreated 

AIDS 
HAART 

Average time spent 

   in stage (in years) 
0.25 5.16 4.14 1.96 13.0 

Infectiousness per sex act 

   (relative to stage 2) 
10 1 2.5 5 0.5 

Partner acquisition rate 

   (relative to uninfected) 
1 1 0.65 0.25 0.8 

Rate of entry into sex work 

   (relative to uninfected) 
1 1 0.65 0.25 0.8 

Rate of exit from sex work 

   (relative to uninfected) 
1 1 1.5 3 2 

Fertility rate 

   (relative to uninfected) 
1 0.92 0.80 0.73 0.94 

 

 

2.3 HIV/AIDS assumptions 

 

To allow for changes in levels of HIV infectiousness and changes in sexual behaviour 

over the course of HIV infection, the model divides HIV-infected adults into five 

different HIV states: acute HIV infection, asymptomatic infection, pre-AIDS 

symptomatic infection (equivalent to WHO clinical stage 3), untreated AIDS and 

treated HIV (receiving HAART). It is assumed that after progressing to AIDS, a 

proportion of individuals start HAART immediately and the balance remain in the 

untreated AIDS state. The proportion of individuals who start HAART changes over 

time, and has been set at the same levels as estimated in the ASSA2003 AIDS and 

Demographic model, based on reported numbers of patients on HAART in the South 
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African private and public health sectors (Dorrington et al. 2006). The average length 

of time spent in each stage is calculated by assuming an average total survival time of 

11.5 years, in the absence of antiretroviral treatment, and multiplying this by 

estimated proportions of untreated HIV survival time spent in different WHO clinical 

stages (Johnson, Dorrington and Matthews 2007; Johnson and Dorrington 2006). 

These are shown in Table 2. 

 

There is substantial evidence to suggest that the probability of HIV transmission per 

act of sex reduces as the cumulative number of sex acts with the infected partner 

increases (Downs and De Vincenzi 1996; Padian, Shiboski and Jewell 1990; Kaplan 

1990). It is therefore assumed that HIV transmission probabilities per act of sex vary 

in relation to the partnership type, with HIV transmission probabilities being higher in 

short-term relationships. As there is much uncertainty regarding these transmission 

probabilities, beta prior distributions have been specified to represent the extent of the 

uncertainty around these parameters, and these prior distributions are shown in Table 

3, together with the prior distributions for the sexual behaviour parameters. Due to the  

 

Table 3: Comparison of prior and posterior distributions 
 

Parameter 
Prior distribution 

(mean, 95% CI) 

Posterior distribution 

(mean, 95% CI) 
Male-to-female transmission probability in  

     non-spousal relationships 
0.012 (0.004-0.024)

2
 0.0065 (0.0044-0.0092) 

Male-to-female transmission probability in  

     spousal relationships 
0.002 (0.0005-0.0044)

3
 0.0024 (0.0010-0.0044) 

Female-to-male transmission probability in  

     non-spousal relationships 
0.010 (0.0050-0.0167)

4
 0.0036 (0.0024-0.0052) 

Female-to-male transmission probability in  

     spousal relationships 
0.002 (0.0005-0.0044)

3
 0.0017 (0.0005-0.0035) 

Initial HIV prevalence in high risk group 0.1% (0.005-0.195%)
5
 0.183% (0.141-0.199%) 

Degree of sexual mixing  0.60 (0.29-0.87)
6
 0.56 (0.40-0.75) 

Relative rate of partner acquisition in high risk  

     men with one non-spousal partner
1
 

0.50 (0.025-0.975)
7
 0.64 (0.29-0.98) 

Relative rate of partner acquisition in high risk  

     women with one non-spousal partner
1
 

0.50 (0.025-0.975)
7
 0.54 (0.19-0.95) 

Relative rate of partner acquisition in high risk  

     men with one spousal partner
1
 

0.50 (0.025-0.975)
7
 0.41 (0.15-0.81) 

Relative rate of partner acquisition in high risk  

     women with one spousal partner
1
 

0.50 (0.025-0.975)
7
 0.17 (0.04-0.37) 

Relative rate of partner acquisition in low risk  

     men
1
  

0.50 (0.025-0.975)
7
 0.19 (0.01-0.76) 

Relative rate of partner acquisition in low risk  

     women
1
 

0.50 (0.025-0.975)
7
 0.60 (0.21-0.97) 

 
1
 The rate of partner acquisition is expressed as a multiple of that in high risk individuals of the same 

age and sex who are currently single. 2
 The prior distribution is beta(5.679, 467.56), based on two 

South African studies of HIV transmission probabilities in young women (Pettifor et al. 2007; Auvert 

et al. 2001a). In sex workers, the probability of transmission per act of sex with an infected client is 

assumed to be lower (0.003), based on studies of HIV incidence in sex workers (Ramjee et al. 2005; 

Hayes, Schulz and Plummer 1995). 
3
 The prior distribution is beta(3.99, 1991.01), based on estimates 

of HIV transmission probabilities in cohabiting couples in East Africa (Allen et al. 1992; Gray et al. 

2001). 
4
 The prior distribution is beta(10.99, 1088.01), based on estimates of HIV transmission 

probabilities in unmarried men (Mahiane et al. 2008; Baeten et al. 2005). The probability of HIV 

transmission per act of sex with an infected sex worker is assumed to be higher (0.03), based on 

evidence from Thailand (Mastro et al. 1994). 
5
 The prior distribution is uniform(0, 0.2%). 

6
 A beta prior 

is assumed, with parameters 5.80 and 3.867. 
7
 The prior distribution is uniform(0, 1).  
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lack of HIV transmission probability estimates in Africa, high standard deviations are 

specified, and the prior distributions can therefore be expected to have relatively little 

effect on the fitting of the model. Condoms are assumed to reduce the HIV 

transmission probability per sex act by a factor of 0.9 (Weller and Davis 2004). The 

transmission probabilities are also adjusted to reflect the HIV stage of the infected 

partner, and Table 2 shows the relative levels of HIV infectiousness assumed for the 

different HIV stages. The epidemic is started in 1985 with an assumed initial HIV 

prevalence in the high risk group that is consistent with early antenatal survey results 

(Küstner, Swanevelder and van Middelkoop 1994). 

 

2.4 Statistical analysis 

 

The model is fitted to data from three sources: (1) antenatal clinic HIV prevalence 

data from the 1997-2005 period
1
, for each of five age groups; (2) HIV prevalence data 

from a national household survey in 2005, by five-year age group and sex; and (3) 

data on numbers of current sexual partners, from the same 2005 household survey. 

The HIV prevalence data have been presented previously (Department of Health 

2006; Shisana et al. 2005), and the method used to define the likelihood function in 

respect of these HIV prevalence data is described in Appendix B. The sexual 

behaviour data were collected in FTFIs, as part of the 2005 HSRC Household Survey, 

and are summarized in Table 4. The data relate to the reported numbers of sexual 

partners at the time of the interview, and are therefore cross-sectional rather than 

longitudinal or retrospective.  

 

Table 4: Percentage of individuals reporting different numbers of current sexual 

partners 

 

 15-24 25-34 35-44 45-59 60+ 
Sexually experienced unmarried males      
   N 1210 515 256 198 149 

   % reporting 0 current partners 27.3 (1.8) 18.6 (2.6) 23.0 (3.6) 39.2 (4.6) 76.1 (5.5) 

   % reporting 1 current partner 57.2 (2.0) 63.8 (3.3) 65.1 (4.0) 42.6 (5.2) 20.4 (5.2) 

   % reporting >1 current partner 15.5 (1.5) 17.7 (2.8) 12.0 (2.7) 18.2 (4.4) 3.5 (2.2) 

Sexually experienced unmarried females      

   N 1469 771 630 771 696 

   % reporting 0 current partners 25.1 (1.8) 27.4 (2.3) 46.0 (2.8) 72.4 (2.4) 98.7 (0.5) 

   % reporting 1 current partner 71.9 (1.8) 70.8 (2.3) 53.1 (2.8) 26.8 (2.4) 1.3 (0.5) 

   % reporting >1 current partner 3.0 (0.6) 1.9 (0.6) 0.8 (0.4) 0.9 (0.4) 0.0 (-) 

Married males      

   N 52 412 739 828 437 

   % reporting 1 current partner 91.6 (5.9) 92.7 (2.0) 95.3 (1.3) 94.2 (1.3) 96.4 (1.5) 

   % reporting >1 current partner 8.4 (5.9) 7.3 (2.0) 4.7 (1.3) 5.8 (1.3) 3.6 (1.5) 

Married females      

   N 321 800 1154 1160 461 

   % reporting 1 current partner 98.8 (0.8) 99.4 (0.3) 99.7 (0.2) 99.9 (0.1) 100.0 (-) 

   % reporting >1 current partner 1.2 (0.8) 0.6 (0.3) 0.3 (0.2) 0.1 (0.1) 0.0 (-) 

 
Individuals were asked to report the number of sexual partners they currently had at the time of the 

interview. Standard errors are reported in brackets. 

 

                                                 
1
 Although there appears to have been an inconsistency in the weighting factors used in the 1998 

survey, the published 1998 prevalence levels have been used in the statistical analysis. 
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Supposing that for a set of model parameters φ , the predicted proportion of 

individuals who have n partners is ( )φ|,, nP lxg  among individuals of sex g, aged x and 

of marital status l, the statistical model for the corresponding reported proportion 

( ( )nlxg ,,ψ ) is 
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where bg,l,n is a bias term, representing the extent of misreporting in FTFIs, and 

nlxg ,,,ξ ~ N ( )2

,,,,0 nlxgσ . The nlxg ,,,σ  terms are the standard errors shown in Table 4. The 

bg,l,n terms are assumed to be unknown a priori and are therefore estimated directly 

from the data using the formula: 
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Due to the small numbers of individuals reporting multiple partners, the likelihood is 

calculated only for five age groups, and all individuals reporting multiple partners (n 

> 1) are grouped together. The likelihood function for a single observation, ( )nlxg ,,ψ , 

is calculated as 
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The model is fitted to the HIV prevalence data and sexual behaviour data using a 

Bayesian approach. Prior distributions have been specified for those sexual behaviour 

and HIV transmission parameters that are considered to be particularly uncertain, as 

described in sections 2.2 and 2.3. The posterior density for a particular parameter 

combination φ  is calculated as the product of the prior distribution for that parameter 

combination, the likelihood of φ  in respect of the sexual behaviour data and the 

likelihood of φ  in respect of the HIV prevalence data. The posterior distribution of 

model predictions was simulated numerically using the Metropolis algorithm (Gelman 

et al. 2004), with convergence being achieved after a total run length of 100 000 

simulations. All programming was done in C++. 

 

2.5 Behaviour change scenarios 

 

Although the baseline scenario allows for the effect of increases in condom usage that 

have already occurred in South Africa, the following scenarios are also considered for 

the purpose of assessing the likely impact of potential future changes in sexual 

behaviour: 

• ‘Halve concurrence’: It is assumed that the rate at which new partners are 

acquired is halved among those individuals who are already in partnerships.  
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• ‘Halve partner acquisition’: The rate at which new non-spousal partners are 

acquired is halved, but the rate at which marriage occurs is unchanged. 

• ‘Halve rate of sexual debut’: The rate at which virgins enter their first sexual 

relationship is halved (this is equivalent to a roughly two-year increase in the 

median age at first sex). 

• ‘Halve sex worker contacts’: The rate at which men visit commercial sex 

workers is assumed to be halved. 

• ‘Double incidence of marriage’: The age-specific rates of marriage are 

doubled (this is equivalent to a roughly three-year decrease in the median age 

at first marriage). 

• ‘Halve unprotected non-spousal sex’: The proportion of sex acts in non-

spousal relationships that are unprotected is assumed to be halved. 

• ‘Halve unprotected spousal sex’: The proportion of sex acts in spousal 

relationships that are unprotected is assumed to be halved. 

 

3. Results 

 

3.1 Comparison of prior and posterior distributions 

 

The prior distributions specified previously are compared with the posterior estimates 

of the model parameters in Table 3, in order to determine the extent to which the 

parameter estimates change after taking into account the HIV prevalence data and 

sexual behaviour data described in section 2.4. Posterior estimates of HIV 

transmission probabilities in non-spousal relationships are substantially lower than the 

prior means, and the posterior estimates of HIV transmission probabilities suggest a 

significant difference between the probabilities of male-to-female and female-to-male 

transmission, particularly in non-spousal relationships. The posterior estimate of the 

degree of assortative mixing is consistent with prior beliefs (mean 0.56, 95% CI: 0.40-

0.75), but posterior estimates of other sexual behaviour parameters differ markedly 

from the uniform priors that have been assigned. The posterior distributions suggest 

that among high risk women, the rate of partner acquisition is roughly halved if the 

woman is already in a non-spousal relationship, but there is a much greater reduction 

in the rate of partner acquisition if the woman is in a spousal relationship. Women in 

the low risk group have a rate of partner acquisition approximately 40% lower than 

that in their counterparts in the high risk group. Men in the low risk group, on the 

other hand, have a rate of partner acquisition roughly 80% lower than that among men 

in the high risk group. 

 

3.2 Comparison with HIV prevalence data and sexual behaviour data 

 

The model fits well to both the HIV prevalence data and the sexual behaviour data. 

Figure 2 shows that the posterior mean HIV prevalence levels predicted for pregnant 

women, in each five-year age band, are reasonably consistent with the results from the 

national antenatal clinic surveys over the 1997-2005 period, although the irregular 

trend in HIV prevalence observed in the 15-19 age group (particularly in 1998) is 

difficult to replicate. In addition, the posterior mean HIV prevalence levels for all 

pregnant women are consistent with data collected prior to 1997 and after 2005 

(Figure 2a), although these data were not included in the likelihood definition due to 

differences in survey protocols prior to 1997 and after 2005. Model predictions of 

HIV prevalence in the general population are also consistent with levels of HIV  
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Figure 2: HIV prevalence in pregnant women attending public antenatal clinics 
Reported prevalence levels are represented by closed circles (with 95% confidence intervals). The 

mean of the posterior model predictions is represented by the solid black line. 
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(c) Females, 2002

0%

5%

10%

15%

20%

25%

30%

35%

40%

15-19 20-24 25-29 30-34 35-39 40-44 45-49 50-54

(d) Males, 2002

0%

5%

10%

15%

20%

25%

30%

35%

15-19 20-24 25-29 30-34 35-39 40-44 45-49 50-54

 
Figure 3: HIV prevalence in the general population 
HIV prevalence levels measured in household surveys are represented by closed circles (with 95% 

confidence intervals). The mean of the posterior model predictions is represented by the solid black 

line. 2.5 and 97.5 percentiles of posterior model predictions (95% confidence intervals) are represented 

by dashed lines. 
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prevalence measured in the 2005 HSRC household survey, as shown in Figures 3a 

and 3b. The model predictions are also validated by HIV prevalence data collected in 

a similar household prevalence survey conducted in 2002 (Connolly et al. 2004), 

although the 2002 data were not used in defining the likelihood function (Figures 3c 

and 3d). 

 

Model predictions of proportions of individuals with more than one current partner or 

no current partner are compared with corresponding results from the 2005 HSRC 

household survey in Figure 4, after adjusting the former for the levels of reporting 

bias estimated using equation (2). The average posterior model estimates of 

proportions of individuals with different numbers of partners are, after adjusting for 

bias, reasonably consistent with the survey results. The model estimates of the 

proportions of the population that are married or in cohabiting relationships are 

compared with the results of the 1996 Census, 2001 Census and 2007 Community 

Survey in Figure 5. The posterior model estimates are generally consistent with the 

proportions reported in the three surveys, although in the 1996 Census the proportions 

of older women who reported being in spousal relationships were higher than 

predicted by the model. In addition, the proportions of individuals in spousal 

relationships in the 2007 Community Survey are lower than those predicted by the 

model. 
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Figure 4: Sexual behaviour of sexually experienced individuals 
Proportions of individuals reporting different numbers of current partners are represented by closed 

circles (with 95% confidence intervals). The mean of the posterior model predictions, after adjustment 

for estimated reporting bias, is represented by the solid black line. 



 18

 

 

(a) Males, 1996

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%
1

5
-1

9

2
0

-2
4

2
5

-2
9

3
0

-3
4

3
5

-3
9

4
0

-4
4

4
5

-4
9

5
0

-5
4

5
5

-5
9

6
0

-6
4

6
5

-6
9

7
0

-7
4

7
5

-7
9

8
0

-8
4

8
5

+

(b) Females, 1996

0%

10%

20%

30%

40%

50%

60%

70%

80%

1
5

-1
9

2
0

-2
4

2
5

-2
9

3
0

-3
4

3
5

-3
9

4
0

-4
4

4
5

-4
9

5
0

-5
4

5
5

-5
9

6
0

-6
4

6
5

-6
9

7
0

-7
4

7
5

-7
9

8
0

-8
4

8
5

+

Model

1996 census
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Figure 5: Proportions of individuals who are married or in cohabiting relationships 
The mean of the posterior model predictions is represented by the solid black line. Reported 

proportions married or in cohabiting relationships are represented by closed circles. 

 

3.3 The effect of AIDS morbidity and mortality on sexual behaviour 

 

Figure 6 compares the levels of sexual risk behaviour in 1995, before significant 

AIDS mortality and morbidity occurred, and in 2005, after significant increases in 

morbidity and mortality. The model does not allow for any deliberate behaviour 

change up to the current time (other than increased condom usage), and hence all of 

the estimated behaviour changes are attributable to the effects of AIDS mortality and 

morbidity. Figure 6 shows that AIDS has reduced significantly the proportion of men 

and women with multiple partners, with the reduction in men being greatest between 

the ages of 40 and 44 (14.6%, 95% CI: 11.4-18.1%) and the reduction in women 

being greatest between the ages of 35 and 39 (23.1%, 95% CI: 19.9-26.5%). AIDS 

has also increased significantly the proportion of men and women who have no 

current partner, with the increase in men being greatest between the ages of 45 and 49 

(21.6%, 95% CI: 17.9-26.5%) and the increase in women being greatest between the 

ages of 35 and 39 (15.9%, 95% CI: 11.8-20.1%). AIDS has also reduced slightly the 
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proportion of the population that is married, though this effect is relatively small. A 

more significant reduction in the proportion married is likely to have occurred as a 

result of reducing rates of entry into marriage over time (Garenne 2004), which are 

not allowed for in the model. 
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Figure 6: Changes in sexual behaviour between 1995 and 2005, by age and sex 
Proportions are means of posterior model predictions. Proportions in panels (a)-(d) have not been 

adjusted to reflect reporting bias (as in Figure 4), i.e. they represent the true proportions of individuals 

with the indicated numbers of partners. 

 

3.4 The profile of new HIV infections, by sexual risk behaviour 

 

The profile of new HIV infections differs markedly by age, as shown in Figures 7a 

and 7b. Of the 371 000 (95% CI: 341 000-406 000) new heterosexually transmitted 

HIV infections expected in 2010, 36.9% (95% CI: 33.3-40.8%) are expected to occur 

among individuals under the age of 25, 54.9% (95% CI: 51.1-58.2%) are expected to 

occur among individuals aged 25-49, and the remainder (8.2%, 95% CI: 7.1-9.1%) 

will occur in individuals aged 50 and older. Below age 25, 61.2% (95% CI: 55.3-

67.0%) of new HIV infections are expected to occur in unmarried women and a 

further 24.3% (95% CI: 18.9-28.0%) are expected to occur in unmarried men in non-

spousal relationships. The proportion of new HIV infections occurring in unmarried 

individuals is somewhat lower in the 25-49 age group (59.4%, 95% CI: 53.4-65.6%), 
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with a significant proportion of new infections occurring in married individuals as a 

result of extramarital relationships (12.9%, 95% CI: 8.6-17.2%) or as a result of being 

infected by their married partner (26.8%, 95% CI: 17.1-36.2%). The proportions of 

new HIV infections in the 50+ age group occurring in married individuals is 

substantially greater, with 24.9% (95% CI: 14.0-35.8%) of new infections occurring 

in married individuals as a result of extramarital relationships and 37.6% (95% CI: 

23.8-51.0%) occurring as a result of married individuals being infected by their 

married partners. The latter are roughly equally split between men and women, while 

the former occur mainly in men. 
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(b) Profile of new HIV infections in 2010, by age
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(d) Profile of new HIV infections over age 10, by year
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Figure 7: Profile of new HIV infections according to type of sexual risk behaviour 
LT = long-term (spousal); ST = short-term (non-spousal). All proportions and numbers are posterior 

averages (95% confidence intervals not shown). 

 

The profile and number of new HIV infections has also changed significantly over 

time (Figures 7c and 7d). The estimated annual number of new HIV infections among 

individuals over the age of 10 has risen from approximately 64 000 in 1990 (95% CI: 

52 000-78 000) to approximately 528 000 in 1998 (95% CI: 490 000-567 000), and 

has declined steadily since then, mainly as a result of the assumed increases in 

condom usage. The proportion of new HIV infections occurring in men as a result of 

contact with sex workers has reduced significantly over the course of the epidemic, 

from 6.1% in 1990 (95% CI: 5.1-6.9%) to 1.3% in 2010 (95% CI: 1.1-1.5%). Over the 

same period, the proportion of new HIV infections occurring in married individuals, 

as a result of infection by spouses, has increased from 9.4% (95% CI: 4.3-16.3%) to 

21.3% (95% CI: 13.0-29.6%). Although the proportion of new HIV infections 

occurring in unmarried men (excluding those resulting from commercial sex) has 

remained relatively stable at around 25%, the proportion of new HIV infections 

occurring in unmarried women has declined from 47.8% in 1990 (95% CI: 41.0-

54.1%) to 42.5% in 2010 (95% CI: 37.8-47.3%). The proportion of new HIV 
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infections occurring in sex workers has remained negligibly small at all stages in the 

epidemic (<0.2%), as this is a relatively small sub-population. 

 

3.5 The effect of changes in sexual behaviour 

 

The expected reductions in the number of new HIV infections, over the 2010-2020 

period, are shown in Figure 8, assuming that the behaviour changes occur in 2010. 

For the sake of comparison, Figure 8 also shows the reduction in new HIV infections 

that would have been expected over the 1990-2000 period, if the behaviour changes 

had occurred in 1990. In general, the behaviour changes have a significantly smaller 

effect on HIV incidence when introduced in the later stages of the HIV/AIDS 

epidemic (2010) than when introduced in the early stages of the epidemic (1990). As 

shown in Figure 7, a high level of HIV transmission is occurring within non-spousal 

relationships, and the greatest reductions in future HIV incidence would therefore be 

achieved through halving unprotected sex in non-spousal partnerships (35.9%, 95% 

CI: 31.8-40.0%) and through halving the rate at which non-spousal partnerships are 

formed (15.1%, 95% CI: 13.0-17.5%). Halving the incidence of concurrent 

partnerships would be only slightly less effective than halving the incidence of all 

non-spousal partnerships, with an average reduction of 11.4% (95% CI: 9.8-13.1%) in 

HIV incidence. Halving the rate of sexual debut and doubling the incidence of 

marriage would have relatively little effect on the incidence of HIV. The latter could 

possibly even be associated with increases in HIV incidence, as condoms are used less 

frequently in marriage and the frequency of sex in the early years of marriage is 

higher than that in non-spousal relationships.  
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Figure 8: Percentage reductions in numbers of new HIV infections due to hypothetical 

behaviour changes 
Percentage reductions are calculated over the ten years following the change in the behaviour. Bars 

represent means of posterior model predictions and error bars represent 95% confidence intervals. 

 

The relationship between the model parameters controlling behaviour change and the 

percentage reduction in HIV incidence is seldom linear. For example, there are 

diminishing marginal returns to reducing the proportion of non-spousal sex acts that 

are unprotected; the effect of reducing the proportion by 100% (64.5%, 95% interval: 

57.5-71.6%) is less than double the effect of reducing the proportion by 50% (35.9%, 

95% interval: 31.8-40.0%). In contrast, there are increasing marginal returns to 
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reducing the rate at which concurrent partnerships are formed; the effect of reducing 

the rate of secondary partner acquisition by 100% (38.6%, 95% interval: 31.9-45.2%) 

is more than three times the effect of reducing the rate by 50% (11.4%, 95% interval: 

9.8-13.1%). A similar difference in magnitude is estimated when considering the 

effect of this behaviour change in 1990: reducing the rate of secondary partner 

acquisition by 100% would have reduced the number of new HIV infections over the 

1990-2000 period by 73.9% (95% CI: 68.6-77.9%), roughly three times the reduction 

that would have been achieved if the rate of secondary partner acquisition had been 

halved (24.3%, 95% CI: 20.3-27.8%). This suggests that the relationship between the 

rate of secondary partner acquisition and the incidence of HIV is highly non-linear. It 

also suggests that concurrent partnerships play an extremely important role in the 

spread of HIV in the early stages of the epidemic. 

 

3.6 Bias in reported sexual behaviour 

 

The bias parameters estimated in equation (2) can be exponentiated to obtain a ratio of 

the odds of having n partners to the odds of reporting n partners in an FTFI 

( )exp( ,, nlgb− ). The posterior estimates of these odds ratios are shown in Table 5. The 

results suggest that there is significant under-reporting of concurrent partnerships in 

FTFIs in South Africa, particularly among women and among married individuals. 

However, there does not appear to be significant under- or over-reporting of being 

single among unmarried individuals who are sexually experienced. 

 

Table 5: Odds ratios for actual behaviour versus reported behaviour 

 

Marital 

status 
Behaviour Sex Symbol Odds ratio (95% CI) 

Unmarried Multiple current partners M )exp( 2,1,1b−  1.26 (0.87-1.54) 

  F )exp( 2,1,2b−  6.3 (3.9-8.2) 

Married Multiple current partners M )exp( 2,2,1b−  3.3 (2.0-4.3) 

  F )exp( 2,2,2b−  20.6 (9.5-31.0) 

Unmarried No current partner M )exp( 0,1,1b−  1.16 (0.60-2.00) 

  F )exp( 0,1,2b−  0.66 (0.46-1.06) 

 

 

4. Discussion 

 

A key conclusion from this analysis is that concurrent partnerships play a major role 

in the epidemiology of HIV in South Africa, accounting for roughly three quarters of 

new HIV infections over the 1990-2000 period. It has been argued that the prevalence 

of partner concurrence in Sub-Saharan Africa is higher than that in other global 

regions and that concurrent partnerships may be one of the most important factors 

explaining the high prevalence of HIV in Sub-Saharan Africa (Halperin and Epstein 

2004). Mathematical models support the view that partner concurrence is a major 

factor promoting the spread of HIV (Morris and Kretzschmar 1997; Watts and May 

1992), but there has been little effort made to estimate empirically the proportion of 
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HIV incidence that is attributable to concurrent partnerships (Lurie and Rosenthal 

2009).  

 

It has also been hypothesized that late age at first marriage – and more specifically, a 

long average interval between sexual debut and first marriage – is a key factor driving 

the spread of HIV, particularly in the countries of Southern Africa, where marriage 

tends to occur relatively late (Bongaarts 2007). The assumption underlying this 

argument is that marriage is protective against HIV. However, African studies that 

have examined the relationship between HIV and marital status have yielded 

conflicting findings, some suggesting that marriage is associated with an increased 

risk of HIV (Auvert et al. 2001b; Clark 2004; Zuma et al. 2003) and some suggesting 

the opposite (Shisana et al. 2004; Bongaarts 2007). Our analysis suggests that 

increasing the rate at which individuals marry would have very little effect on HIV 

incidence, and could possibly even increase HIV incidence, due to the relatively high 

frequency of unprotected sex in the early years of marriage. However, it is possible 

that this result may be a reflection of the simplifying assumptions made in the model 

– for example, the assumption that high risk and low risk individuals marry at the 

same rate, and the assumption that all marital relationships begin as non-marital 

relationships. Until there is further investigation into the plausibility of these 

assumptions, the result should be treated with caution. 

 

In spite of the uncertainty regarding the HIV prevention benefits of earlier marriage, it 

is clear that most of the sexual transmission of HIV in South Africa is occurring in the 

context of non-spousal relationships. It is estimated that almost 80% of all HIV 

transmission in 2010 will occur in non-spousal or commercial sex relationships. This 

proportion has declined over time, and it is therefore important not to neglect the new 

HIV infections occurring in spousal relationships. It is also important to note that 

these infections occurring in spousal relationships are roughly equally split between 

married men infected by their wives and married women infected by their husbands, 

which contradicts the popular belief that HIV transmission occurring in spousal 

unions is almost exclusively male-to-female. Evidence from South Africa (Lurie et al. 

2003) and other African countries (Tawfik and Watkins 2007; Orubuloye, Caldwell 

and Caldwell 1992; de Walque 2007) suggests that it is not uncommon for married 

women to engage in extramarital relationships, and a significant proportion of HIV 

infections in married women are likely to be the result of extramarital sex. 

 

Mathematical models have an important role to play in understanding the patterns of 

sexual behaviour that favour the transmission of HIV. The models that have been 

developed to address this question can be classified as either static or dynamic: static 

models are designed to estimate the number of new HIV infections in the short-term 

future, based on assumptions about current HIV prevalence levels (Gouws et al. 2006; 

Dunkle et al. 2008; Rehle et al. 1998); while dynamic models simulate the entire 

history of the epidemic and are capable of long-term projections of future HIV 

incidence (Brown and Peerapatanapokin 2004; van Vliet et al. 2001; Auvert et al. 

2000). The advantage of the latter approach is that it provides more detailed output, 

and the model predictions of past HIV prevalence levels, by age and sex, provide a 

useful ‘reality check’ on the plausibility of the model. Like our model, other dynamic 

models of the HIV/AIDS epidemic in Africa have estimated that the proportion of 

new HIV infections occurring in non-spousal relationships is substantially greater 

than the proportion occurring in spousal relationships (van Vliet et al. 2001; Auvert et 
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al. 2000). However, a recent static model of HIV transmission in Zambia and Rwanda 

estimated that more than half of all sexual transmission in these countries is occurring 

between spousal partners (Dunkle et al. 2008), and another recent dynamic model of 

HIV transmission in Zambia estimated that almost half of all HIV transmission is 

occurring in spousal unions (Leclerc, Matthews and Garenne 2009). The relatively 

high contribution of spousal transmission in these models may be due to the relatively 

early age at first marriage in Zambia and Rwanda, when compared with South Africa 

(Wellings et al. 2006). It is also likely that these results are partly due to the authors’ 

assumptions that there is no under-reporting of non-spousal relationships, and that 

HIV transmission probabilities are the same in spousal and non-spousal relationships. 

Our analysis suggests that these assumptions are probably unrealistic in the South 

African setting. 

 

Other dynamic models have focused much attention on the significant role of ‘core 

groups’ of individuals with high rates of partner change (typically sex workers and 

their clients) in spreading and sustaining epidemics of HIV and other STIs (Stigum, 

Falck and Magnus 1994; Auvert et al. 2000; Brunham and Plummer 1990; Ghani and 

Aral 2005). Although this has been a popular avenue of research, some critics have 

argued that this focus on high risk groups rather than high risk behaviours is 

stigmatizing and unhelpful (Wojcicki and Malala 2001; Varga 1997a), and others 

have argued that sexual behaviour patterns in the broader population may play a more 

important role in HIV transmission dynamics (Helleringer and Kohler 2007). Our 

analysis suggests that although commercial sex accounted for around 6% of new HIV 

infections in South Africa in 1990, when the epidemic was in its early stages, the 

proportion of new HIV infections currently occurring in commercial sex encounters is 

only about 1%. Interventions that target commercial sex workers are therefore likely 

to have relatively little impact on overall HIV incidence in a mature epidemic, once 

HIV has reached a high prevalence in the general population. 

 

This analysis suggests that individuals tend to under-report concurrent partnerships 

substantially in FTFIs. Several alternative interview formats have been tested in an 

attempt to reduce this bias, including audio-computer-assisted self-interviews 

(ACASI), informal confidential voting interviews (ICVI) and self-administered 

questionnaires (SAQ). Using these more impersonal interview techniques, it has been 

found that women’s odds of reporting multiple sexual partners are between 1.0 and 

5.2 times those reported in FTFIs (Ghanem et al. 2005; Kissinger et al. 1999; Rogers 

et al. 2005; Gregson et al. 2004; Gregson et al. 2002), with this multiple being 

considerably higher in married women than in unmarried women (Gregson et al. 

2002). Men’s odds of reporting multiple partners in the more impersonal interview 

formats are between 1.1 and 1.7 times those in FTFIs (Ghanem et al. 2005; Rogers et 

al. 2005; Gregson et al. 2004; Gregson et al. 2002). The odds ratios that are shown in 

Table 5 are roughly consistent with the empirical estimates of bias, though the latter 

tend to be closer to one. It is likely that the alternative interview formats only partially 

reveal the extent of social desirability bias, since subjects will tend to worry about the 

confidentiality of their responses even when impersonal interview formats are used, 

and individuals who have had limited contact with computer technology are likely to 

be distrustful and fearful of computer-assisted methods (Mensch, Hewett and Erulkar 

2003). Although it is also possible that our model estimates of the extent of the bias 

may be exaggerated, it would be difficult to achieve consistency with observed age-

specific HIV prevalence data if significantly lower levels of bias were assumed. 
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These results have important implications for second-generation HIV surveillance. 

Guidelines for second-generation HIV surveillance encourage the use of sexual 

behaviour data to monitor epidemiological trends and progress in HIV prevention 

(Rehle et al. 2004; UNAIDS/WHO 2000). However, if self-reported sexual behaviour 

data are heavily distorted by social desirability bias, as this analysis suggests, 

differences between two surveys – in terms of the way interviewers are recruited and 

trained, the precise wording of the questions, the positioning of the questions within 

the questionnaire and the overall length of the questionnaire – can cause substantial 

differences in the reporting of certain behaviours (Curtis and Sutherland 2004). 

HIV/AIDS education programmes, by actively promoting reductions in particular risk 

behaviours, may also influence the extent of social desirability bias (Caraël et al. 

2006; Gregson et al. 2002). In addition, our analysis shows that significant reductions 

in proportions of individuals reporting multiple partners, and significant increases in 

proportions reporting sexual abstinence, can be expected to occur as a result of 

HIV/AIDS morbidity and mortality, in the absence of any deliberate change in sexual 

behaviour. Caution therefore needs to be applied in the interpretation of cross-survey 

comparisons that purport to show ‘change’ in sexual behaviour.  

 

As noted previously, most deterministic models of sexual behaviour assign 

individuals to fixed ‘risk groups’, with no allowance for movements between risk 

groups, no explicit allowance for concurrent partnerships and no distinction between 

spousal and non-spousal relationships. The model presented here avoids the serial 

monogamy assumption implicit in most deterministic models. In addition to 

stratifying the population on the basis of rates of partnership formation (the 

conventional approach in deterministic models), the model stratifies the population on 

the basis of the actual number of current partners, the risk groups of partners and the 

nature of partnerships (spousal/non-spousal), allowing individuals to move between 

these states as they form new partnerships, marry and separate. This more realistic 

approach has several advantages over the approach conventionally adopted in 

deterministic models. Firstly, it allows a more detailed assessment of which sexual 

behaviours are contributing most to the spread of HIV, and which forms of behaviour 

change would have the greatest impact. Secondly, sexual behaviour data can be used 

to determine model parameters more reliably. HIV/AIDS models have typically been 

calibrated to retrospective data on numbers of partners over some past period (Merli 

et al. 2006; Leclerc and Garenne 2007); our model, on the other hand, is calibrated to 

data on numbers of current partners at the time of the survey. These data are arguably 

more important than retrospective data because they provide information on the extent 

of concurrent partnerships. Retrospective data are affected by recall bias, and since 

most surveys ask respondents about the number of partners they have had in the last 

year, rather than the number of new partners in the last year, they provide little 

information on the rate at which new partnerships are formed. 

 

Although the model of sexual behaviour is relatively detailed, a number of important 

simplifications have been necessary in the interests of computational speed. It is 

assumed that no individual ever has more than two current sexual partners. Although 

qualitative studies suggest that it is not uncommon for individuals to have more than 

two current partners (Parker et al. 2007; Varga 1997b; Twa-Twa, Nakanaabi and 

Sekimpi 1997), a recent survey in Botswana suggests that the proportion of 

individuals with more than two current partners is only about 1% (Carter et al. 2007). 
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This suggests that extending the model to allow for more than two current partners 

would not change the results substantially. Another simplification is the broad 

division of the population into two risk groups: those with a propensity for concurrent 

partnerships and those who are serially monogamous. In reality there is likely to be 

much greater heterogeneity; some ‘high risk’ individuals may be involved in multiple 

partnerships for short periods of time on an irregular basis, while others may be 

inclined towards longer-term partner concurrence. Similarly, some ‘low risk’ 

individuals may be inclined towards long periods of sexual abstinence, while others 

may be sexually active almost all the time, with relatively short gaps between 

partnerships. Another simplification that limits the model is the division of the 

population into five-year age groups; more detailed division by single-year age would 

be appropriate at young ages, when rates of sexual debut and rates of marriage change 

relatively quickly (Schoen 1988). 

 

A further limitation of the model is that the rates of transition between the various 

states are assumed to be independent of the length of time spent in the relevant state. 

A semi-Markov approach, allowing for duration-dependent transition rates, would be 

more realistic, particularly in the modelling of divorce and remarriage (Schoen 1988), 

dissolution of non-marital relationships and rates of HIV disease progression. 

However, this would add considerably to the complexity of the model and the time 

taken to run the model, and would require the estimation of additional parameters 

from individual-level data. An individual-based stochastic modelling approach might 

be a more practical means of incorporating duration dependency into the Markov 

model that we have proposed (Hansen 2000), and an added advantage of the 

stochastic approach is that it would achieve exact consistency between the number of 

male partnerships and female partnerships formed and/or dissolved (the balancing 

mechanism used in our model achieves only approximate consistency). However, the 

stochastic approach would be associated with a considerably greater computational 

burden when applying standard Bayesian approaches to uncertainty analysis 

(Sevcikova, Raftery and Waddell 2006). 

 

Although many sources of uncertainty have been considered in the uncertainty 

analysis, there remains substantial uncertainty regarding several of the sexual 

behaviour parameters. For example, there is little information on sexual behaviour at 

older ages, as most studies report on sexual activity in the 15 to 49 age range. Coital 

frequency and condom usage at older ages are therefore subject to substantial 

uncertainty. There is also much uncertainty regarding the commercial sex 

assumptions. Most of the studies on which the sex worker activity assumptions are 

based have been conducted in urban areas or on highways, and the assumed frequency 

of client contact would probably not be applicable to women who exchange sex for 

money in more remote rural areas or women who engage in transactional sex on an 

infrequent basis (Peltzer, Seoka and Raphala 2004). The model parameterization is 

therefore based on a fairly narrow definition of commercial sex workers, i.e. women 

who earn all or most of their income by having sex in exchange for money. A more 

inclusive definition of commercial sex would yield a higher estimate of the rate at 

which men engage in commercial sex, and hence a higher estimate of the contribution 

of commercial sex to the transmission of HIV (Morison et al. 2001). There is also 

substantial uncertainty regarding the frequency with which men visit commercial sex 

workers, largely due to the uncertainty regarding the extent of male under-reporting of 
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this behaviour (Des Jarlais et al. 1999; Lau, Tsui and Wang 2003; Morison et al. 

2001). 

 

There is also a degree of arbitrariness in several of the sexual behaviour parameters 

that have been chosen – for example, the proportion of the population in the high risk 

group, the average duration of non-spousal relationships, and the relative rate of 

sexual debut in the low risk group. Although attempts were made to include these 

parameters in the uncertainty analysis, it was found to be extremely difficult to 

achieve convergence using the Metropolis algorithm if too large a number of 

parameters were allowed to vary. This is probably because several of the sexual 

behaviour parameters are collinearly related to one another. In order to determine the 

sexual behaviour parameters more precisely, it will be necessary to improve the 

collection of sexual behaviour data. Including questions about durations of recent 

relationships and questions about whether respondents have ever had more than one 

sexual partner at a time would be particularly helpful. It is also worth noting that 

relatively few sexual behaviour surveys ask questions about the number of current 

partners, and this information is particularly important in fitting the model we have 

proposed. 

 

Certain types of sexual intercourse have not been considered in this analysis, as they 

are not conventionally allowed for in models of HIV transmission in Africa. Firstly, 

we have not considered the incidence of rape. South Africa has one of the highest 

rates of reported rape in the world (Kim, Martin and Denny 2003), and this may be 

particularly significant in accounting for the high HIV prevalence in girls and young 

women. Secondly, the model does not allow for men to have sex with other men. 

Although sex between men is generally not believed to be common in South Africa, 

few surveys have examined this, and those that have are likely to be subject to 

significant under-reporting. Perhaps particularly significant are the high levels of sex 

between men in prisons (Gear 2005). Evidence of sex between men in single-sex mine 

hostels has also been collected, although Moodie and Ndatshe (1994) argue that this 

ceased to be common after the 1970s. There is clearly a need for further research into 

the extent of HIV transmission in this marginalized group. 

 

This is the first Bayesian analysis to integrate HIV prevalence data and sexual 

behaviour data in an attempt to understand the factors driving the transmission of 

HIV. Although HIV prevalence data and sexual behaviour data are affected by 

various biases, the relative levels of HIV prevalence and reported behaviour – by age, 

by sex and by year – are nevertheless very informative of the parameters that drive the 

transmission of HIV. This analysis of sexual behaviour patterns in South Africa 

allows for both uncertainty regarding the extent of these biases and uncertainty 

regarding the sexual behaviour and HIV transmission parameters. The model 

estimates are consistent with HIV prevalence data from antenatal surveys and 

household surveys, by age and by sex, and the model therefore appears to provide an 

acceptable approximation to current HIV transmission patterns in South Africa. 

Similar analyses of HIV transmission patterns in other African countries are urgently 

needed. 
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Appendix A: Mathematical approach to modelling sexual behaviour 

 

The purpose of this appendix is to explain, in mathematical terms, the modelling of 

sexual behaviour. Table A.1 summarizes the index variables that are used throughout 

this appendix. 

 

Table A.1: Index variables 

Symbol Definition State space 

i Individual risk 

group 

01 = virgin with propensity for concurrency 

02 = virgin with no propensity for concurrency 

1 = Non-virgin, with propensity for concurrency 

2 = Non-virgin, with no propensity for concurrency 

3 = Commercial sex worker (relevant to females only) 

j Risk group(s) 

of partner(s) 

0 = no partner; 1 = 1 high risk partner; 2 = 1 low risk 

partner; 11 = 2 high risk partners; 12 = primary high 

risk & secondary low risk; 21 = primary low risk & 

secondary high risk; 22 = 2 low risk partners
*
 

l Relationship 

type 

1 = short-term (non-marital) 

2 = long-term (marital)
†
 

x Individual age 

group 

10, 15, 20, …, 85 

y Partner age 10, 15, 20, …, 85 

g Sex 1 = male; 2 = female 

s HIV disease 

state 

0 = uninfected; 1 = acute HIV; 2 = asymptomatic HIV; 

3 = WHO clinical stage 3; 4 = AIDS; 5 = on HAART 

t Time 0 to 40 (in years from mid-1985) 
HAART = highly active antiretroviral treatment.  

* Where the individual is in a marital relationship with one partner and a non-marital relationship with 

another, the first index refers to the risk group of the spouse and the second refers to the risk group of 

the other partner. † Where the individual has two partners, this index refers to the nature of the primary 

partnership (the secondary relationship is always short-term). Where the individual has no partners, the 

index is omitted. 
 

Symbols are defined as follows: 

K = number of cycles per year, i.e. the frequency at which sexual behaviour variables 

are updated (the default value is 12, but K can be any integer greater than one) 

π = gender equality factor (explained below) 

),(,,, txN s

ljig  = number of individuals of sex g, risk group i, aged x, who are in HIV 

disease state s, in relationship type l with partner(s) in group(s) j, at time t 

 

A.1 Rates at which short-term partnerships are formed 

 

To determine the rates at which short-term partnerships are formed, it is necessary to 

define the following symbols: 

)(,,, xc s

ljig  = rate at which individual wishes to form short-term partnerships if they are 

of sex g, risk group i, aged x, in HIV disease state s, in relationship type l with a 

partner in group j  (j = 0, 1 or 2 only) 

)(,, tjigρ  = desired proportion of new short-term partners who are in risk group j, if 

individual is of sex s and in risk group i (j = 1 or 2 only) 
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)(,, tjigρ  is calculated according to the following formula: 
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where ijδ  = 1 if i = j and 0 otherwise, g
*
 is the sex opposite to g, and ε  is the degree 

of assortative mixing. The degree of assortative mixing can be any value on the 

interval [0, 1], with lower values of the parameter indicating greater tendency to form 

partnerships with individuals in the same sexual activity class.  

 

In order to balance the male and female rates of short-term partnership formation, it is 

necessary to define the following parameter: 

)(1

,, tB jig  = adjustment factor applied to the rate at which individuals of sex g, in risk 

group i, form short-term partnerships with individuals in risk group j (j = 1 or 2 only). 

 

For women (g = 2): 
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The gender equality factor (π) can assume any value on the interval [0, 1]. The closer 

π is to 1, the closer the adjustment factor )(1

,,2 tB ji  is to 1. A similar formula is used to 

define the adjustment factor for males ( )(1

,,1 tB ji ), which approaches 1 as π approaches 

0. The gender equality factor thus determines the extent to which rates of partnership 

formation are driven by male and female desires. An equality factor of 0.5 (the default 

value) would imply that men and women have equal control over the formation of 

partnerships, while an equality factor of 0 would effectively imply that women are 

coerced into sexual relationships and have no control over the rate at which they enter 

partnerships.  

 

The independent probability of forming a new short-term partnership with a partner in 

risk group u, over the time period [ )Ktt 1, + , is calculated as 

 

 ( )KttBxc uiguig

s

ljig )()()(exp1 ,,

1

,,,,, ρ−−     (A3)  

 

for j = 0, 1 or 2, and is set to 0 for all other values of j (since it is assumed that an 

individual who already has two partners cannot form further partnerships). 
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A.2 Rates at which long-term (marital) partnerships are formed 

 

Analogous to the previous section, the following variables are defined: 

)(,, xm s

jig  = rate at which an individual wishes to marry a short-term partner in group j 

(j = 1 or 2 only) if they are of sex g, risk group i, aged x, in HIV disease state s  

)(2

,, tB jig  = adjustment factor applied to the rate at which individuals of sex g, in risk 

group i, marry individuals in risk group j if they are currently in a short-term 

partnership with them (j = 1 or 2 only) 

 

Similarly to the previous section, )(2

,, tB jig  is calculated for women as: 
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where ),(, ljI vu  is the number of partners of type l in risk group j, if the individual has 

partner(s) in group(s) u, with the primary partnership being of type v. It is thus 

assumed that the probability of marriage to a particular partner is independent of any 

other short-term partnerships the individual is in. 

 

The independent probability that an individual in a short-term relationship with a 

partner in group j, at time t, becomes married to that partner over the time period 

[ )Ktt 1, + , is then 

 

( )KtBxm jig

s

jig )()(exp1 2

,,,,−− ,     (A5) 

 

provided the individual is not already married to another partner. 

 

A.3 Rates at which partnerships are terminated 

 

Partnerships can be terminated through death of the partner, through divorce (in the 

case of marital relationships) or through ‘break up’ (in the case of short-term 

relationships). In order to calculate rates of termination, it is necessary to define the 

following variables: 

)(, xD lg  = annual rate at which partnerships of type l dissolve, among individuals aged 

x, of gender g (ignoring mortality) 

)|( xyf g  = proportion of partners in age band y, if individual is of gender g and in 

age band x 

),( txs

gµ  = force of mortality at time t, in individuals aged x, of gender g, who are in 

HIV disease state s 
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For a man who is of age x, in group i, in relationship type l with a partner in group j at 

time t, the independent probability of the relationship being terminated over the time 

period [ )Ktt 1, +  is 
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where ),(,, tyN s

jg •  represents the sum across all behavioural states involving a 

relationship type l with a partner in group i. A similar formula is used to determine the 

probability that a woman’s partnership is terminated. 

 

A.4 Rates at which women become sex workers 

 

In order to calculate the rate at which women become sex workers, it is necessary to 

specify the following variables: 

C = average annual number of sex acts a sex worker has with clients 

)(,, xw lji  = rate at which men in group i, aged x, visit sex workers when in relationship 

type l with partner(s) in group(s) j ( )(,, xw lji  = 0 if i ≠ 1) 

)(xW s  = factor by which the rate of recruitment into the ‘sex worker’ group is 

multiplied when the woman is of age x and in HIV disease state s 

( )Kttc 1, +∆  = the number of new sex workers required over the period [ )Ktt 1, +  in 

order to satisfy male demand  

 

The variable ( )Kttc 1, +∆  is calculated as 
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The independent probability that a woman in the ‘high risk’ group, who has no 

partners and is aged x and in HIV disease state s at time t, becomes a sex worker over 

the period [ )Ktt 1, +  is calculated as 
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A.5 Rates at which youth become sexually experienced 

 

The independent probability that a male virgin aged x at time t, with a propensity for 

commercial sex and concurrent relationships, has his first sexual encounter over the 

time interval [ )Ktt 1, +  is 
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( )Kxc s )(exp1 0,01,1−− .      (A9) 

 

This expression is a function of s, the HIV disease state of the male, though the only 

HIV-infected virgins would be those infected through mother-to-child transmission. 

Similar equations are used to determine the rates at which females and males in the 

‘low risk’ group become sexually experienced. 

 

A.6 Calculating movements between behavioural states 

 

In order to calculate the movements between behavioural states over the [ )Ktt 1, +  

time interval, it is necessary to convert the independent probabilities described 

previously into dependent probabilities, i.e. probabilities net of competing 

decrements. Suppose that there are m possible movements out of state vS  (excluding 

death and ignoring changes in x and s), and the potential states to which an individual 

can move are denoted mSSSS ,...,,, 321 . Suppose that the independent probability of 

moving from state vS  to state uS  is uq  over the [ )Ktt 1, +  time period. If it is 

assumed that in the absence of other decrements, the times of transition from state vS  

to state uS would be uniformly distributed over the interval [ )Ktt 1, + , then it can be 

shown (Neill 1977) that the dependent probability of movement from state vS  to state 

uS  is 
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Since the mortality rate is assumed to be independent of changes between states over 

the [ )Ktt 1, +  time interval (ignoring changes in x and s), the dependent rate of 

mortality is effectively the same as the independent rate of mortality. The dependent 

probability of remaining in state vS  over the interval [ )Ktt 1, +  is 
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The probabilities of movement between the different behavioural states are the vap)(  

and uaq)(  values. 

 

The assumption that the times of transition from state vS  to state uS are uniformly 

distributed over the interval [ )Ktt 1, +  can be problematic in certain situations, and 

more accurate methods to estimate the transition probability matrix elements from the 
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transition intensities have been proposed (Hoem and Funck Jensen 1982). However, 

these methods involve solving Kolmogorov differential equations or using 

exponential series expansions of transition intensity matrices, and such methods are 

computationally more demanding. Since the transition probability matrices have to be 

updated at monthly intervals for every age, sex, risk group and sexual activity state 

represented in Figure 1, the additional computational burden would be significant. 
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Appendix B: Likelihood definition for HIV prevalence data 

 

This appendix describes the method used to define the likelihood in respect of the 

HIV prevalence data in the antenatal clinic surveys and the likelihood in respect of the 

HIV prevalence data collected in the 2005 HSRC household survey. The method used 

to define the likelihood function in respect of the sexual behaviour data is described in 

section 2.4 of the paper. 

 

Suppose that ( )φtxH ,  represents the prevalence of HIV that we would expect to 

measure in pregnant women aged x to x + 4, in year t, based on the model predictions 

when the input parameters are represented by vector φ .
2
 Further suppose that the 

corresponding prevalence of HIV measured in the survey is tx,θ . It is assumed that if 

φ  is the true set of parameter values, then the difference between the logit-

transformed model prediction and the logit-transformed observed prevalence is 

normally distributed. The mean of this normal distribution represents the extent of 

antenatal bias. The variance of the distribution is assumed to be composed of a 

‘survey error’ term, representing the uncertainty around the survey estimate due to 

binomial variation and cluster variation in the survey, and a ‘model error’ term. More 

formally, it is assumed that 
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where a is the antenatal bias parameter, ( )2

, ,0~ ϖσϖ Ntx  and ( )2

,, ,0~ txtx N ση . The 

latter two terms represent the model error and the survey error respectively. The logit 

transformations ensure that the error terms are closer to normality and the model error 

terms are roughly independent of the level of HIV prevalence. For a given parameter 

combination φ , the antenatal bias parameter is estimated using the formula 
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where NA is the number of antenatal prevalence estimates to which the model is 

calibrated. The 2

,txσ  values are estimated from the 95% confidence intervals that have 

been published for the various survey estimates. Once these have been obtained, the 
2

ϖσ  parameter is estimated using the formula 
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2
 The model estimate of HIV prevalence in pregnant women aged x to x + 4 is calculated as the HIV 

prevalence in sexually experienced women after weighting the numbers in the different HIV disease 

states by the relative levels of fertility in the different states. 
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The likelihood is then calculated based on the assumption that the error terms are 

normally distributed: 
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The same approach to defining the likelihood function is used with the HSRC HIV 

prevalence data, except that the bias term (a) and model error term (ϖ ) are both 

omitted. The model error term is omitted because the 95% confidence intervals 

around the HIV prevalence estimates are very wide, and introducing a model error 

term therefore reduces the weight given to the HSRC data to unreasonably low levels. 

The omission of the bias term is consistent with the approach adopted in other 

uncertainty analyses of HIV data in developing countries, in which it is assumed that 

household prevalence data provide an unbiased estimate of HIV prevalence in the 

general population. 

 


